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model building process should require as little information as possible about

a system’s actual behaviour. It should be enough to only describe how the

parts of a system interact, without building in any assumptions about when

feedback cycles might be triggered to snowball into fundamental global sys-

tem changes. In a model of this kind, the parts of the system that interact

according to sets of internal rules (and so without any external, higher-level

drivers of their collective behaviour) are known as ‘agents’. Each agent in

such a model is a self-contained entity with its own individually accessible

data, states and behaviours. The sequences of interactions among agents

and the traversal of their states in a computational simulation correspond

to the emergent feedback cycles and phase transitions of complex systems.

If we were able to detect patterns that are precursors to phase transitions

and patterns that correspond to the system’s global dynamics, we would

automatically become aware of emergent phenomena.

Inspired by some of the grand ideas in arti�cial intelligence, machine

learning, and arti�cial life, we present the SOMO (self-organised middle-

out) algorithm, a concept that might contribute to the outlined quest. Its

goal is dynamic abstraction, i.e. bottom-up learning given enough train-

ing examples and top-down validation to rea�rm or revoke the previously

learned concepts. We take this opportunity to present the SOMO con-

cept with an emphasis on its visionary aspects|how the idea could evolve

from its most recent conception, its current implementation, towards that

desirable, dreamed-about computer after me.

1.2 Self-organising middle-out abstraction

Early 2011 we presented the self-organised middle-out (SOMO) con-

cept [von Mammen et al. (2011)], an approach that automatically builds

abstractions bottom-up and validates and revokes them top-down|possibly

both at the same time but in respect to di�erent model aspects. As it works

in both directions and as it bridges the gap between the orders of the model,

it can be considered to operate at the ‘meso’ level of analysis.

Its foundation is an unsupervised learning method that observes and

learns processes which occur|that is to say, emerge|during a computa-

tional simulation. A learned process pattern provides a shortcut to driving

the evolution of the simulation. Instead of considering the series of all

conditions that lead to the process’ changes one step at a time, it su�ces

to recognise the emergence of the process. As a consequence, the detailed
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interactions are no longer executed but, whenever the according precon-

ditions hold, the observed side e�ects are enacted in the system. Such

automatically learned patterns may also be understood as abstracted pro-

cess descriptions and they hold the promise of helping us to understand,

explain, and compute complex phenomena in simple terms.

SOMO observes the simulation data and identi�es process patterns, ‘bi-

ased’ only in terms of its representations (meaning that the way interaction

patterns are represented by SOMO can in
uence the kinds of patterns that

can be detected and so bias the result). The identi�ed patterns are used

to re�ne the computational model that drives the simulation process being

observed. As the SOMO algorithm continues to observe and learn the pat-

terns that emerge from the simulation, it continually increases the model’s

level of abstraction by introducing hierarchies of abstracted patterns. It

is hoped that such hierarchies will to some extent coincide with the real-

world conceptual boundaries that we identify in natural systems, such as

the subdivision of the organisational complexity of animal anatomy into

cells, tissues and organs. Since such abstractions are inevitably subject to

noise and unknown conditions, we also introduce a con�dence measure that

is associated with each abstraction.

In the next section (Sec. 1.3), we present a variety of concepts that are

both inspiring the SOMO algorithm and closely related to it. Section 1.4

introduces a (borrowed) example that nicely illustrates the emergence of

high-order physiochemical compounds. Based on this example, we outline

the SOMO concept in Sec. 1.5. Current SOMO implementations are ex-

plained in Sec. 1.6 and futuristic implementations around it are presented

in Sec. 1.7. In Sec. 1.8, we conclude with a short vision about SOMO’s

potentials.

1.3 Optimising Graphics, Physics & AI

Various research interests and complementary research trends have been

driving the design of the SOMO concept:

� There is the concept of emergence that tries to capture novel prop-

erties and descriptions of (sub-)systems of higher orders [Baas and

Emmeche (1997)].

� There is the need for integrative approaches to representing, mod-

elling and simulating multi-scale systems|this challenge is cur-

rently addressed by passing up and down value sets from sepa-
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rate, sometimes fundamentally disparate, model components [Eiss-

ing et al. (2011); Horstemeyer (2010)].

� And, there is the need for abstraction: a model so comprehensive

as to span several degrees of scale, to host a large body of systems

and subsystems, and to independently consider their intricate be-

haviours quickly outmatches the computing capacities of even the

greatest of supercomputers.

Abstraction is not only the essence of model building in the �rst place

but it is also the key to expressive and e�ciently solvable models. We pos-

tulate that a model should be as detailed and as comprehensive as possible,

while its (numeric) utilisation for the purpose of rather speci�c predictions

or simulations should automatically lead to model simpli�cations and ab-

stractions. Whenever possible, this should happen without jeopardising the

model validity; whenever necessary, the loss of accuracy the abstractions

cause should be made transparent. SOMO pursues this endeavour by build-

ing and maintaining hierarchies of abstractions learned from observation.

The higher the level of hierarchy, the fewer interactions have to be tested.

Such tests are typically intertwined with expensive condition queries|only

the state changes of the simulation will be performed to drive its evolution.

Similar shortcuts by means of hierarchical organisation have been con-

ceptualised and implemented in numerous other contexts. For instance, dif-

ferent levels of detail (LOD) of computer graphics resources such as meshes

(di�ering in the numbers of vertices) and textures (di�ering in the numbers

of pixels) are typically organised in hierarchies to allow for fast access to

the most commonly used assets, whereas the graphics scenes themselves are

often subjected to spatial partitioning hierarchies that allow algorithms to

quickly determine which graphics objects need to be rendered in a given

view port [M�oller et al. (2008)].

There is a signi�cant overlap between these culling techniques and mech-

anisms to speed-up the detection of collisions between geometric objects,

one of the foundational functionalities of physics engines|both rely on the

quick discovery of objects at speci�c locations. In general, the locations of

the geometries may change, which is why the spatial partitioning hierar-

chies are dynamically created and adjusted. Dynamic adjustments of the

bounding volume hierarchies are also required if the geometries themselves

are dynamic, for instance if they change their scale. In this case, a method

has been shown to yield rather good results that updates the upper half of

the hierarchy bottom-up if one of the geometries changes. The lower half








































